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**摘要**：随着计算机和网络应用的广泛深入，网络教学成为教育领域一个重要的组成部分，针对当前网络视频存在老师与学生之间交互性、实时性、反馈客观性等方面的缺陷，提出一种基于Hadoop，实现了对学生观看视频全过程的行为监控、记录和反馈，客观地分析出该视频的重难点所在、学生的掌握情况等信息，辅助教学双方。
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一、研究背景与意义

随着互联网的发展，互联网越来越贴近人们的生活，人们的衣食住行，娱乐与学习等方方面面都有着互联网的身影。[[[1]](#endnote-1)]依据国务院印发的《“十三五”国家信息化规划》，我国提出了大数据战略的重大决策，开启了信息化发展的新征程。教育部在2018年4月发布的《教育信息化行动计划2.0》也明确提出了促进信息技术在教育领域的广泛应用，推动教育的改革和发展，培养适应信息社会要求的创新人才以及促进教育现代化的目标。

但由于视频学习方式本身的局限性，传统网课需要等全部播放完才能获得用户的反馈意见[2]，很多学生在通过视频自学的过程中并不了解课程的难点和重点，导致虽然看视频学了很长时间，效果却并不理想。而进行视频教学的老师，也无法了解学生们掌握的情况。因此，为了顺应时代的潮流、响应党和国家的号召、有效处理用户在进行视频学习过程中产生的大量行为数据，从中获取用户观看的教学视频的难点、重点，反馈给视频提供方和教师，促进他们对教学内容和方式的修改，从而提高网络教学质量。

每个用户在观看教学视频时都可能根据自己的需要和已掌握的相关知识重点看自己需要的部分，跳过不需要的部分，即对视频进度条进行向前、向后拖动、或倍速播放，这就形成了观看视频时的用户行为，产生大数据分析的“滤镜效应”，定位观众的热点，通过后台的服务器自主进行计算获得用户在观看视频的用户行为数据，[3]由于观看视频的用户数量巨大，这种行为数据的量也极大，因此数据的处理对计算、存储的要求很高。Hadoop是对大量数据进行分布式处理的软件架构，包含了当前主流的大数据处理技术，适合作为对用户行为数据进行计算、存储、管理的平台，因此我们在Hadoop平台上研发了教学视频的用户行为处理系统，该系统可将前台（视频播放器）提交的用户观看视频的行为数据通过计算转换为每个视频中每秒视频片段的播放次数统计，并存储的Hadoop文件系统HDFS中，作为该视频的播放情况记录，在前台需要时，这些数据将以曲线形式展示到播放界面上，作为新用户或视频提供方的参考，客观展示教学视频中的重点和难点。

1. 系统架构和算法设计

1、系统介绍

系统的Hadoop节点部署为1个master节点、6个slave节点，其中slave2,slave3,slave5,slave6均为DataNode节点，形成分布式存储数据的HDFS文件系统。前端播放器提交的JSON格式的用户行为数据由系统发送至HDFS中，之后运用Java语言编写Job函数与MapReduce函数分布式处理用户的倍速播放的片段起始、结束位置和播放速度，及前进、回退播放的片段起始、结束位置行为痕迹数据，获得每个视频以秒为单位的播放次数结果，将计算结果形成文件并进行压缩，存储到HDFS中，成为某视频播放情况记录文件，并在前端提出请求时反馈给前端。

2、算法设计

**反馈给前端**

**JSON**

**格式数据**

**HDFS**

**缓冲区**

**Shuffle阶段**

**Map阶段**

**Reduce阶段**

图1 程序总体流程设计图

* 1. MapReduce数据处理算法

在Hadoop平台对大量用户行为数据进行分析与处理，设计MapReduce算法将不同用户观看不同视频的用户行为数据装入多个Mapper里，由Mapper将每一条用户行为数据转化为该用户观看某个视频中以秒为单位的视频片段次数，形成一条记录，这些记录再根据视频的URL分配给多个Reducer，由这些Reducer将这些记录合并计算，得到各视频以秒为单位的总体播放情况，并用这些数据与HDFS中存储的该视频原总体播放情况数据累加，更新该视频总体播放情况数据。

具体算法设计如下：

Map阶段：各个Mapper将前端提交的每一条用户行为数据，按照每个播放片段的起始时间、结束时间及播放倍速，对整个视频以秒为单位形成的数组进行加权计算。例如一条用户行为数据为该用户从视频的第1秒到第30秒以2倍速进行播放，则该视频数组第1秒，第2秒，直至第30秒的数据都加0.5（1/2）。从而得到多个观看次数数组，数组的key值为视频URL，value值为某个用户观看该视频的过程中，对每秒视频的根据观看倍速进行加权的数值。

Shuffle阶段：MapReduce算法的关键环节，Mapper的计算结果进行“洗牌”，将key值相同的数据分到一类，并交给同一个Reducer处理。

Reduce阶段：将key值相同的信息中的value值累加在一起，更新每个视频所有用户观看行为的总记录。

系统的程序算法设计图如下所示:

**Map**

**阶段**

URL1/ID1/start1/end1/speed1/start2/end2/speed2/......../start10/end10/speed10

URL1/ID2/start1/end1/speed1/start2/end2/speed2/......../start13/end13/speed13

URL2/ID3/start1/end1/speed1/start2/end2/speed2/......../start15/end15/speed15

........(此时数据格式为多个字符串)

URL1|ID1|1|1|1|1|2|2|2|2|2|2|1.5|1.5|1.5|1.5|..........|3|3|3|3|3|3|1|1|1|1|1|1|1|1|1|2|2|2|2|2|2|

URL1|ID2|2|2|2|2|2|2|2|3|3|3|3|3|3|3|4|4|4|1|1|1|1|...............|5|5|5|5|5|5|5|5|5|3|3|3|3|3|3|3|

URL2|ID3|1|1|1|1|1|1|1.5|1.5|1.5|2|2|2|2|2|2|2|2|1|1|1|1|........|0.5|0.5|0.5|2|2|2|2|2|2|2|4|4|4|

........(此时数据格式已转化为多个数组)

**Shuffle**

**阶段**

**URL1**|ID1|1|1|1|1|2|2|2|2|2|2|1.5|1.5|1.5|1.5|..........|3|3|3|3|3|3|1|1|1|1|1|1|1|1|1|2|2|2|2|2|2|

**URL1**|ID2|2|2|2|2|2|2|2|3|3|3|3|3|3|3|4|4|4|1|1|1|1|...............|5|5|5|5|5|5|5|5|5|3|3|3|3|3|3|3|

**URL2**|ID3|1|1|1|1|1|1|1.5|1.5|1.5|2|2|2|2|2|2|2|2|1|1|1|1|........|0.5|0.5|0.5|2|2|2|2|2|2|2|4|4|4|

........(Hadoop机制将key相同的信息归为一类)

**Reduce**

**阶段**

**URL1**|ID1|1|1|1|1|2|2|2|2|2|2|1.5|1.5|1.5|1.5|..........|3|3|3|3|3|3|1|1|1|1|1|1|1|1|1|2|2|2|2|2|2|

**+**

**URL1**|ID2|2|2|2|2|2|2|2|3|3|3|3|3|3|3|4|4|4|1|1|1|1|...............|5|5|5|5|5|5|5|5|5|3|3|3|3|3|3|3|

**=**

**URL1|3|3|3|3|3|4|4|4|4|5|5|4.5|4.5|4.5|5.5|5.5|4|4|4|4|4|...............|8|8|8|8|8|8|6|6|6|6|5|5|5|5|5|5|**

**URL2**|ID3|1|1|1|1|1|1|1.5|1.5|1.5|2|2|2|2|2|2|2|2|1|1|1|1|........|0.5|0.5|0.5|2|2|2|2|2|2|2|4|4|4|

+........(将key值相同的value累加在一起)

图2 Hadoop程序算法设计图

* 1. 处理结果压缩算法

由于前述MapReduce算法计算出的视频总体播放行为数据量比较大，在输出到HDFS文件系统存储时I/O开销比较大，各主机节点之间交互频繁，为了提高网络利用率，以及处理速度的提升，我们将计算结果进行压缩后再输出到HDFS中，这样既节约了存储空间，又节约了网络带宽。

为了保证传输过程是无损传输，后续数据处理是正确的，发送方压缩之后得出校验码，接收方接收数据之后进行校验，以保证数据在传输过程中是准确无误的。

我们采用文件字符里面重复字用“数字（即重复次数）+字符”代替原来重复字符的方式进行压缩。压缩前后数据结构如下。由于视频文件每秒片段被播放的次数相同的概率很大，这样压缩出来的文件很小，压缩率很高，可以大大减少读写HDFS的开销。

**URL1**|ID1|1|1|1|1|2|2|2|2|2|2|1.5|1.5|1.5|1.5|..........|3|3|3|3|3|3|1|1|1|1|1|1|1|1|1|2|2|2|2|2|2|

**URL2**|ID2|2|2|2|2|2|2|2|3|3|3|3|3|3|3|4|4|4|1|1|1|1|...............|5|5|5|5|5|5|5|5|5|3|3|3|3|3|3|3|

……

**URL1**|ID1|4 1|6 2|4 1.5|..........|6 3|9 1|6 2|

**URL2**|ID2|7 2|7 3|3 4|4 1|...............|9 5|7 3|

……

**压缩算法**

校验采用java.util.zip.CheckedInputStream里面的getChecksum()方法进行校验。压缩校验算法流程如图 所示

**校验码匹配**

**校验码不匹配**

**统计字符串相邻字符相同的次数**

**代替原数据串**

根据**校验码**判断

数据传输

**带传输数据**

**(可以是用户行为数据，Hadoop输出数据)**

**压缩数据和校验码**

**原始数据**

**解压**

**网络传输**

**开始**

**结束**

**三、总结**

用Hadoop大数据将单个用户的视频观看行为痕迹进行计算、分析、存储，转化为各教学视频的总体播放情况数据，这种方法以数字化的手段直观地记录用户的视频观看信息，从大数据的角度，监测、存储和分析用户观看行为数据，使得教学信息的反馈方式更加实时、客观、可靠，对提高网络教学的效果具有重要意义，会成为促进网络教学水平提高的有力工具，未来我们会进一步丰富获取用户行为数据的内容和方式，采用更丰富、灵活的方式反馈教学情况，帮助师生在网络上高效获取知识。

大数据分析技术为快餐式观看视频提供技术手段，虽然大数据的作用很大，但是他仅仅是一种手段，不能完全替代认真观看的地位。[4]
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